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1. Introduction .

Regression relations :are of considerable importance for
predicting the value of one variable on the basis of given value
ofan auxiliary variable. In ^he literature on regression analysis
it is assumed that the population under consideration is infinite
whichis notthe-case always. In practice, the populations under
study are usually finite. ,In the present paper, we study the general
problem of regression analysis when the population is finite. The
expressions for the variance of the regression predictor have been
worked out for various situations depending on how the value
of the auxiliary variate is chosen.

2. Main Results

Consider a finite population consisting of N units and let
yand xbe two variables taking values ys and Xj for the unit of the
population, 7=1, N. A relationship of the type y=a+px
is desired to be determined for the population. For this, let a
sample of size be drawn and let (xi, ji), {x2, yz), {xn, yn) be
the pairs of values of x and y respectively on 'h' units of the
population. The procedure of fitting the regression .equation
consists of estimating « and p such that the sum of squares of the
deviations from the line of regression is minimum. Following least
square techniqucj the estimates of a and [3 on the basis of sample are
given by

n

^^(.Xi-x„)iyi—yn)

n
and a=a=yn—h» ...(2.2)
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where x„ and yn are the sample means of characters jc and v
respectively. .

Having obtained the estimates of « and p by least square
technique, the next aspect of regression analysis is to predict the
value ofcorresponding to some value of x The value of;cmav
be any one of the following : . ,

(a) Some given ;c-value which is decided subjectively.
(b) The *,value of a unit selected from the sample..
(c) The value ofa unit selected from 'the units not in'the

sample.

(d) The x-value of a unit chosen from the whole
population. ' ...

There is considerable literature relating to the situation (a)
such as response to given level of fertilizer, milk yield for agiven
intake, output for given input etc. There are other types of
situations such as prediction of yield corresponding to plant
population or plant height, prediction of, supply corresponding to
price evel etc. where plant population, plant height and the
price level themselves are random variables. ' We shall examine
the unbiasedness of. the predictor and the error associated with it
mthe last three situations mentioned above. However, for clarity
and completeness the case corresponding to situation (a)' has also
been included here.

fnr situation where the unitfor which the value of j has to be predicted is selected subjectively
variahi!. fixed constants and not randomvariables. The assumption in the prediction model

e,-,;(7=.l,iV) , . ...(2 3)

In this case $, given by (2.1) is the least square estimate of (3
and the variance of the predictor 7, is

V(%) =
<^1 (Xj-Xn)^ <yl
~+~n ~ ...(2.4)

^ (Xi~Xny
y=l

This is minimum when and increases as moves away
from xn in either direction.
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2.2. Case (b): Consider the situation when x is the value
ofa unit selected from the units in the sample by simple random
sampling.

We have the regression equation
yi=yn-i-HXi—xii) ...(2.5)

The predictor Yj of ycorresponding to xj, (j=1 n) is given by

The difference between the true value and the predictor corres
ponding to j"' unit is

yi-Yo^yi-yr^-b{X}-xn) ...(2.7)
The expectation of the above expression has to be taken twice, first
for the given sample and then for all possible samples.- Thus mthe
usual notation, we have

E{yj-Yj)=Ei.E2\yj-yn-b{xi-^„)\
=Ei{yn-yn-bgir-xn)]=Q ...(2.8)

since E2{xj)=x„, Ez{yo)=yn because of selection and hence the
predictor 7, is unbiased.

Now, the variance of prediction with usual notations is given by
.ViYj)=E-,V2.{Yj)+ViE2.{Yj)

...(2.9)

where is the probability of selecting the sample and S denotes
the totality ofall possible samples ofsize n.

For the simple situation, when the original sample has been
drawn employing simple random sampling without replacement, the
variance of the predictor is given by

'Iv
5' -E-

Let
Sxv=^Sxy-\- €li

5! = 5!+€01

...(2.10)
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We have

/ „2 \

\ /

_ £ €11)"

+ ^01

xy

X

<1, which is sufficiently justified, we can expandNext, assuming €01

/j_j_ €01 \ ^
to a suitable number of terms and then taking

\ /

expectations we get

2 z '

' 14. 2 Cov (fflii, moz) Vjmoz) 12 1^02 2 [Xuti02 . 2 f
(^02 J
...(2-11)

Further, we know that (Kendall and Stuart (1969), page 235)

F(/«l,)=-^^ (i.22-[X^l ^ ...(2-12)
Cov (mil, »J02)=-^(!i,i3-(i.u (Xo2) ...(2-13)

nW02)=i( (X04-(^o2 ) ...(2-14)

On substituting the values of various terms, the variance of the
predictor is given by

n-1

2

(^20-
I

W2 niJ.02

2[xiifxi3 ,
(^•02 2

1^02

which, to a first degree of approximation, takes the form
...(2-15)

FpS(X20-

2

!^u

K02
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• 23 Case C: Now, let us consider the case when x is the
value ofa unit selected from the remaining (N-ri) units ofthe popu
lation. We have a regression equation

yj'=yn-]rb(xi—x„)

The predicted value of y corresponding to Xj,j=n^\,...,NK
given by

Yj=ynib{Xj-Xn)

Now the difference between the true value and the predictor
Fj is given by ,

yj—Yj=yj—yn—b(Xj—^n)

Also, since ^th unit has been selected from the remaining
(N—n) units we have

_ . . Tr ' NX^-nXn ^ V " j-
E2ixj)=^XN-n= N-n

and

Thus

E{yi-yi)=Ei ^ V " 57 r,— T7 IT Vn

N

N-n

N—n'" N-n

-b XN- -j^ Xn-Xn )
N—n N—n JJ

ifn-fN-b{Xn—XN) =0

and hence the predictor 7, is unbiased.
Following the algebra of section (2 2), the variance of the

predictor is given by

(X02 «1^02 y ^
n-\

n
[A20-

which, as a first degree of approximation, simplifies to

^ J- (l_p2) (,20+ I [i20- —
N—n ' n [i02 /
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2.4. Case d: Finally consider the situation when x is the
value of a unit selected from the whole population, the predictor

Yj corresponding to Xj, N), is given by

Yj—yn-\-b(Xj—Xn)

Now, since the unit under section is drawn from the whole

population we have

Ez(xj)=XN
and _ .

Ez{y})='^N' . •

Thus, the difference between the true value and the predictor
/N.

Yj is given by

yj-Yi=yj-yn-b{Xj-Xn)
and

E{yj-Yj)^Ei[fN-yn-b(,XN-xn)]^0
hence the predictor is unbiased. Also, in this case, the variance of

the predictor Yj is given by

1^20

/
(^22-

\

n-1

2

]
H20 —

[^02 «H02

2(^iiHi3
(^02

[J-04

2

(^02

...(217)

which, to a first degree of approximation, takes the form

2 \

(^20- [^02 /

From (2.15), (2.16) and (2.17), it can be seen that the variance

of predictor Yj for cases (b), (c) and (d), obey the following in
equalities,

Vp (Case b)<Fp (Case d) ^ Vj, (Case c).

Summary

In this paper the problem of prediction from finite populations
has been considered from various situations. It has been observed
that there is a component in variance of prediction which depends
upon the sampling procedure used for the selection ofthe sample.
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